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Abstract
Removal of boilerplate is among the essential tasks in web corpus construction and web indexing. In this paper, we present an improved machine learning approach to general-purpose boilerplate detection for languages based on (extended) Latin alphabets (easily adaptable to other scripts). We keep it highly efficient (around 320 documents per single CPU core second) by using an optimized Multilayer Perceptron implementation while achieving around 95% correct classifications (Precision, Recall, and F1 score over 0.95) by extracting suitable text block-internal features. We finally compare the performance of the Multilayer Perceptron to that of other classifiers such as Support Vector Machines.
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1. Previous Approaches and the Notion of Boilerplate
For automatic boilerplate detection, many types of suitable classifiers have been used, such as Support Vector Machines [SVM] (Bauer et al., 2007), Conditional Random Fields [CRF] (Marek et al., 2007; Spousta et al., 2008), Naive Bayes (Pasternack and Roth, 2009), Multilayer Perceptrons [MLP] (Schäfer and Bildhauer, 2012). Bauer et al. (p. 120) report \( F_1 = 0.652 \), Spousta et al. report \( F_1 \) scores around 0.8 or below (p. 16) and Pasternack and Roth report \( F_1 \) scores above 0.9, even 0.95 (p. 977–979). Finally, Schäfer and Bildhauer, training the MLP on nine very simple text block-internal features, achieve an acceptable Precision of 0.83 at a quite mediocre Recall of 0.68, resulting in an \( F_1 \) score of 0.75. While the accuracy reported by Schäfer and Bildhauer is below the state of the art, the advantage of the MLP (especially when using the FANN library, cf. below) is that it is computationally very efficient. Section 2. will show how a large number of easily extractable features can be used to improve their MLP-based approach.

A major problem in designing and evaluating boilerplate detectors is the definition of boilerplate itself. We define boilerplate as all linguistic and non-linguistic material which remains after HTML stripping, and which does not belong to the (or one of many) coherent block(s) of text on the web page. Under this definition, headlines and abstracts relating directly to a block of connected text are not treated as boilerplate, but similar blocks relating to the whole web site are. Blocks just containing date strings, user IDs, etc., are counted as boilerplate. Different setups might involve substantially different definitions of boilerplate as well as different definitions of the removal task itself. For example, in the CleanEval shared task (Baroni et al., 2008), minimal structure detection (headlines, lists, etc.) was required on top of the basic distinction between boilerplate and good text, which makes comparisons with setups like ours, where such distinctions are not required, more or less inappropriate. More details about our definition of boilerplate will be in the final paper, and the training data set will be made available publicly. The method described here is implemented in the current version of our open-source web page cleaning system texrex.

2. Features for Very High Precision Boilerplate Detection
In principle, an MLP (Grossberg, 1973; Rumelhart et al., 1986; Minsky and Papert, 1988) is ideally suited for the task of learning a binary classification based

---

1 We acknowledge that it is generally unfair to cite single scores, since all authors perform quite differentiated evaluations with diverse results, some higher than the ones given here. The values cited here are intended for a rough orientation only, and readers are advised to refer to the papers for full evaluations.

2 The authors do not report all of these figures in the paper. They are reported in their book on web corpus construction, however (Schäfer and Bildhauer, 2013, p. 56).

3 Splitting the page into blocks is done in a very simple way by interpreting the text contents of certain HTML containers like \(<div>\) and \(<p>\) as blocks.

on an array of input values. We extended Schäfer and Bildhauer’s approach by adding a rich set of features, many inspired by Spousta et al.’s comprehensive feature set (Spousta et al., 2008). Like Schäfer and Bildhauer, we used the FANN library implementation (Nissen, 2003) and made per-block decisions. We thus do not use a single-window approach as used, for example, by the WaCky project (Spousta et al., 2008). Since our implementation is part of a complete web page cleaning system, many of these features can be extracted in the HTML stripping process almost for free. Among the features are (where text always refers to the raw text stripped from HTML markup):

1. **Markup-related features**
   (a) markup proportion in the block (bytes)
   (b) same as (1a) for a window extended by one block in both directions
   (c) same as (1a) for a window extended by two blocks in both directions
   (d) type of enclosing container tag (<article>, <div>, <h>, etc.)
   (e) block is outside any expected HTML container (<p>, <div>, etc.) {0,1}
   (f) count of empty blocks before this one
   (g) count of anchor tags in block

2. **Link-related features**
   (a) count of email addresses in block
   (b) count of literal URLs in block
   (c) count of Twitter hashtags in block

3. **Text length and position**
   (a) block text length in UTF-8 characters
   (b) block text length ÷ document text length (UTF-8)
   (c) position (percentile) in the text mass of the document
   (d) position (percentile) in the document’s array of blocks

4. **Graphemic features**
   (a) proportion of punctuation characters
   (b) proportion of letter characters
   (c) proportion of numeric characters
   (d) proportion of uppercase letters
   (e) occurrence of the copyright character {0,1}

5. **Linguistic features**
   (a) average sentence length
   (b) sentence count
   (c) last character is punctuation character {0,1}

6. **Whole-document weighting features**
   (a) declared doctype for document
     [HTML 4, HTML 5, XHTML, undeclared]
   (b) overall proportion of markup,
     i.e., (1a) for the whole document

All features have to be scaled to fit within (−1, 1) or (0, 1), the range of input values expected by the MLP. For all proportions and the position/percentile values, this is trivially the case. For count features, we follow two scaling strategies: If the count intrinsically cannot exceed the number of characters in the block, we simply divide the count by the number of characters (1g,2a,2b,2c). For all others, we divide the actual count by a constant and clamp values to a maximum of 1.0 (1f,1f,3a,5a,5b). Since by assumption the text in the middle of the web page tends to be the good (i.e., non-boilerplate) text, we scale the percentile values such that the 50th percentile is mapped to 0.0, and the 0th and the 100th percentile are both mapped to 1.0 (3c). The nominal features (1d,6a) were encoded as arrays of binary features.

Figure 1 shows how the good text is actually centered around a central percentile in the analysis of an actual web page.

![Figure 1: Cumulative distribution of the text mass of a web page over the HTML input by blocks; A, B, C, E, F, and 0 are boilerplate regions, T is the non-boilerplate text region (Schäfer and Bildhauer, 2013, 53).](image-url)

### 3. Training and Evaluation

The MLP was trained on a manually annotated data set of 9,917 blocks from a large breadth-first crawl of the German top-level domain from late 2011, with a final set of 37 features. The pages were randomly sampled, but it was made sure that each web host was unique.
in the sample to guarantee diversity. Also, the sample was stratified according to the distribution of declared document types in the crawl: HTML4 18.7%, HTML5 4.3%, XHTML 44.7% and undeclared 32.2% in the crawl. The documents contained 9,917 blocks in total. To control for overfitting, we used a 10-fold cross-validation, where in each fold 992 blocks were retained for testing, and training was done on 8,925 blocks. The best training algorithm and the best hidden and output activation functions were determined by brute-force permutation of all options on the whole data set (best mean square error [MSE] after 10,000 epochs). The RPROP algorithm as well as the Gaussian Symmetric (hidden) and Linear Piece Symmetric (output) activation functions were selected. We used one hidden layer with 18 units by applying the default rule of choosing half as many hidden units as there are input units. The development of the training and test MSE over 50,000 training epochs is shown in Figure 2. All evaluations were performed using MLPs trained for 50,000 epochs, taking snapshots at intervals of 1,000 epochs, and finally using the snapshot with the lowest MSE on the training data.

The MLP outputs reals in (−1, 1), so in order to derive a binary decision, a threshold has to be determined. Since in the training data, 0 was used for “is not boilerplate” and 1 for “is boilerplate”, actual predicted values are mostly in (0, 1). We determined the values for \textit{Correct}, \textit{Precision}, \textit{Recall}, and \(F_1\) for thresholds in (−0.1, 1) at threshold increments of 0.01. Figure 3 plots the means of the results (network trained on the 8,925 training blocks applied to the retained 992 testing blocks) of all folds. Table 1 shows the mean results at the threshold where \(\text{Precision}=\text{Recall}=F_1\).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Threshold} & \textbf{Correct} & \textbf{Precision} & \textbf{Recall} \\
\hline
0.59 & 0.80 & 0.85 & 0.90 \\
\hline
0.50 & 0.90 & 0.95 & 1.00 \\
\hline
\end{tabular}
\caption{Mean results at the threshold where \(F_1\)}
\end{table}

Figure 3: Mean (arithmetic) of \textit{Correct}, \textit{Precision}, \textit{Recall}, and \(F_1\) (y axis) over all 10 folds at thresholds in (−0.1, 1) (x axis). The diamond marks the threshold where \(\text{Precision}=\text{Recall}=F_1=0.968\) (threshold 0.59), the dot marks the threshold with the highest prediction accuracy of 0.951 (threshold 0.5).

These “balanced” thresholds show quite some variance between the folds, they are in (0.51, 0.74). The thresholds at which the maximal number of correct predictions is achieved (to be shown in tabular form in the final paper) vary even to a greater extent and are in (0.39, 0.72). However, since the prediction accuracy is generally high and the \textit{Precision} and \textit{Recall}
Considering that the input decisions were all
(where the average maximal prediction accuracy lies)
evaluation set, cf. the substantial improvement over earlier results using the same classifier (Schäfer and Bildhauer, 2012). The MLP outperforms Spousta et al.’s CRF implementation (Spousta et al., 2008) by around almost 0.15 on all evaluation metrics.

### 4. Comparison with other Classifiers

For various reasons, Support Vector Machines (SVM) are sometimes regarded as a superior option compared to MLPs. To test whether the MLP chosen for our tool kit is a good choice (given the available features), we tested several alternative popular classifiers, including SVM, on the data set. We used the Weka tool kit (Hall and Witten, 2011), always applying 10-fold cross validation. The maximal correct predictions achieved are summarized in Table 3 (full details about the configurations will be in the final paper). First of all, we confirm the accuracy of the FANN evaluation by the similar result from the Weka MLP (a full comparison of configurations will be in the final paper). Furthermore, the SVM delivers roughly the same accuracy as the MLP, at least if a Pearson VII universal kernel is available, which helps the SVM to even slightly outperform the Weka MLP, although not the FANN MLP. Again, this is a confirmation that it is rather the selection of the right features that helps to achieve around 95% correct predictions, and that the choice of either MLP or SVM (with the right kernel) is secondary.

### 5. Efficiency

Finally, we show that the optimized MLP implementation in the FANN library is suitable for efficient processing of huge data sets. We performed a simple benchmark on a standard Intel Core i5 processor with four physical cores at 2.3 GHz running a plain GNU/Linux kernel (3.2.0-53-generic SMP) under Ubuntu 12.04 LTS. We switched off all configurable algorithms of our web page cleaning tool, leaving only basic processing (HTML stripping, conversion to UTF-8, conversion of HTML entities) on. We measured the performance (in ms) over 11,781 documents read from an ARC file using one thread for reading, four threads for the processing of the documents, and one thread for writing the cleansed output as XML (five runs with at least two minute cooling off in between). Then, switching only the boilerplate detector, we measured the difference in processing time. Over the five

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (PUK)(^6)</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
</tr>
<tr>
<td>MLP</td>
<td>0.944</td>
<td>0.945</td>
<td>0.945</td>
<td>0.945</td>
</tr>
<tr>
<td>SVM (RBF)(^7)</td>
<td>0.901</td>
<td>0.905</td>
<td>0.901</td>
<td>0.905</td>
</tr>
<tr>
<td>Log. Reg.</td>
<td>0.901</td>
<td>0.904</td>
<td>0.902</td>
<td>0.904</td>
</tr>
</tbody>
</table>

Table 3: Overview of best achievable results with different classifiers.

\(^6\)Using Weka’s PUK kernel (Üstün et al., 2006).

\(^7\)Using libSVM’s RBF kernel (Chang and Lin, 2011).

<table>
<thead>
<tr>
<th>Thresh.</th>
<th>F(_1)</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.66</td>
<td>0.968</td>
</tr>
<tr>
<td>2</td>
<td>0.52</td>
<td>0.973</td>
</tr>
<tr>
<td>3</td>
<td>0.51</td>
<td>0.966</td>
</tr>
<tr>
<td>4</td>
<td>0.59</td>
<td>0.971</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.967</td>
</tr>
<tr>
<td>6</td>
<td>0.58</td>
<td>0.966</td>
</tr>
<tr>
<td>7</td>
<td>0.74</td>
<td>0.963</td>
</tr>
<tr>
<td>8</td>
<td>0.51</td>
<td>0.969</td>
</tr>
<tr>
<td>9</td>
<td>0.62</td>
<td>0.968</td>
</tr>
<tr>
<td>10</td>
<td>0.62</td>
<td>0.966</td>
</tr>
<tr>
<td>AM</td>
<td>0.59</td>
<td>0.968</td>
</tr>
<tr>
<td>HM</td>
<td>0.58</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Table 1: Means (AM = arithmetic, HM = harmonic) of the “balanced” thresholds (= thresholds where Precision = Recall = F\(_1\)) across the 10 folds including accuracy values at this threshold.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (PUK)(^6)</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
</tr>
<tr>
<td>MLP</td>
<td>0.944</td>
<td>0.945</td>
<td>0.945</td>
<td>0.945</td>
</tr>
<tr>
<td>SVM (RBF)(^7)</td>
<td>0.901</td>
<td>0.905</td>
<td>0.901</td>
<td>0.905</td>
</tr>
<tr>
<td>Log. Reg.</td>
<td>0.901</td>
<td>0.904</td>
<td>0.902</td>
<td>0.904</td>
</tr>
</tbody>
</table>

Table 3: Overview of best achievable results with different classifiers.

<table>
<thead>
<tr>
<th>Thresh.</th>
<th>F(_1)</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.950</td>
<td>0.957</td>
</tr>
<tr>
<td>2</td>
<td>0.958</td>
<td>0.971</td>
</tr>
<tr>
<td>3</td>
<td>0.944</td>
<td>0.964</td>
</tr>
<tr>
<td>4</td>
<td>0.957</td>
<td>0.967</td>
</tr>
<tr>
<td>5</td>
<td>0.944</td>
<td>0.960</td>
</tr>
<tr>
<td>6</td>
<td>0.950</td>
<td>0.960</td>
</tr>
<tr>
<td>7</td>
<td>0.956</td>
<td>0.961</td>
</tr>
<tr>
<td>8</td>
<td>0.952</td>
<td>0.968</td>
</tr>
<tr>
<td>9</td>
<td>0.945</td>
<td>0.955</td>
</tr>
<tr>
<td>10</td>
<td>0.954</td>
<td>0.963</td>
</tr>
<tr>
<td>AM</td>
<td>0.962</td>
<td>0.976</td>
</tr>
<tr>
<td>HM</td>
<td>0.962</td>
<td>0.976</td>
</tr>
</tbody>
</table>

Table 2: Evaluation for all folds at a threshold of 0.5.

curves are not very steep, setting the threshold at 0.5 (where the average maximal prediction accuracy lies) gives the excellent results in Table 2.

Considering that the input decisions were all 0s and 1s, the classifier is expected to perform very well at a threshold of 0.5. Even if the system should turn out to perform slightly less well in actual production runs compared to the performance suggested by Table 2, we have shown that state-of-the-art high precision general-purpose boilerplate detection depends highly on the selection of good features, cf. the substantial improvement over earlier results using the same classifier (Schäfer and Bildhauer, 2012). The MLP outperforms Spousta et al.’s CRF implementation (Spousta et al., 2008) by around almost 0.15 on all evaluation metrics.
runs, the boilerplate detector (on average) consumed 3.15 single CPU core milliseconds per document, resulting in an efficiency of ~ 317 documents per single CPU core second or an estimated 27.5 million documents per single CPU core day.

6. Summary and Outlook
We have shown that efficient and very high-precision boilerplate detection based on easily extractable but numerous document internal features is possible. Since the method was tested only on German web pages so far, future work will center around an evaluation of the method on English, French, Spanish, and Swedish web pages. Especially, we are interested to see how well MLPs trained on documents in one language perform on other graphemically similar languages. Also, integrating the software in an Apache Hadoop-based massively parallel architecture for web corpus construction (Biemann et al., 2013) is among our future goals.
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